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ÅHow did we get to ABR? 

ÅTodayôs delivery model 

ÅDifferences in ABR technologies 

ÅA strategy to handle divergence 

ÅThe CDN challenge 

 

 



 
Why HTTP? 

Å Web download services have traditionally been less expensive than 
media streaming services offered by CDNs and hosting providers.  
 

Å HTTP-based media delivery has no issues traversing 
routers/NAT/firewalls because firewalls and routers know to pass HTTP 
downloads through port 80 
 

Å HTTP media delivery doesn't require special proxies or caches. A 
media file is just like any other file to a Web cache 

Å It's much easier and cheaper to move HTTP data to the edge of the 
network, closer to users through HTTP caches 

Å Key point: adapt video to Web rather than change the Web to 
allow video  

Source: VRT medialab 

HTTP Progressive Download 



HTTP Progressive Download 

ÅPrevalent form of Web-based media delivery for Video 
Share Sites. 

ÅóOrdinaryô File Download from HTTP Web Server 

ÅóProgressiveô = Playback begins while download is in 
progress Byte Range Request Supported HTTP 1.1+ 
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http://www.youtube.com/


ÅDownside ï Real-time viewing often suffers from poor 
quality unless network/bandwidth conditions are sufficient. 

ÅUpside - media file is resident in browser cache. 
Subsequent playout is smooth. 

Progressive Download ï Behavior 

é. Bufferingé. é. Bufferingé. 

HTTP Progressive Download 



Å A hybrid content delivery method which acts like traditional streaming 
but is in fact based on HTTP progressive download 

 

HTTP Adaptive Bit Rate (ABR) Streaming 
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Traditional Streaming Vs HTTP ABR Streaming 



HTTP ABR Streaming 
 Advantages 

Å Fast start-up and seek times because start-up/seeking can be initiated on 

the lowest bit rate before moving to a higher bit rate 

Å No buffering, no disconnects, no playback stutter (as long as the user meets 

the minimum bit rate requirement) 

Å Allows client to adapt to the content, rather than requiring content providers 

to guess which bit rates are most likely to be accessible to their audience 

Å Seamless bit rate switching based on network conditions and CPU 

capabilities. A generally consistent, smooth playback experience 

Å Facilitates óany device, anywhere, anytimeô paradigm. Major step towards 

mobility 

Å Changing legacy SP service model. New business, services, revenue 

opportunities. 

 



Fragments 

Manifest 
Client manages 

- Manifest database 

- HTTP transport 

- TCP connection(s) 

Client monitors  

- Playout buffer 

- Local resources (CPU, memory, screen, etc.) 

- Network (TCP) connections and bandwidth 

Client performs adaptation 

HTTP ABR Streaming 
 
Client has a prominent role



HTTP ABR Streaming
 

A Client Application 



Request Manifest 
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Quickstart Fragment Requests 
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